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One approach in modeling high dimensional data is to apply an elastic net (EN) regularization framework. EN has the good properties of least absolute shrinkage selection operator (LASSO), however, EN tends to keep variables that are strongly correlated to the response, and may result to undesirable grouping effect. The Layered Elastic Net Selection (LENS) is proposed as an alternative framework of utilizing EN such that interrelatedness and groupings of predictors are explicitly considered in the optimization and/or variable selection. Assuming groups are available, LENS applies the EN framework group-wise in a sequential manner. Based on the simulation study, LENS may result to an ideal selection behavior, and may exhibit a more appropriate grouping effect than the usual EN. LENS results to poor prediction accuracy, but applying OLS on the selected variables may yield optimum results. At optimal conditions, the mean squared prediction error of OLS on LENS-selected variables are on par with the mean squared prediction error of OLS on EN-selected variables. Overall, applying OLS on LENS-selected variables makes a better compromise between prediction accuracy and ideal grouping effect.
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1. Introduction

Technological advancements improved retrieval and storage of voluminous data. With the ability of storing more information, many data sets may have too many \( p \) variables or \( n \) observations, i.e., data sets tend to be high dimensional. High dimensionality imposes many challenges on model building, especially for the case where \( n \ll p \). Ordinary least squares (OLS) regression does not have a unique solution when there are more predictors than observations. Having too many predictors also make the model less parsimonious or unlikely interpretable. Existence of multicollinearity is also likely to be observed in a large pool of predictors. These challenges brought by having too many observations or
variables are commonly referred to as the “curse of dimensionality”, as coined by Bellman (1957).

One approach in modeling high dimensional data is to reduce the dimension through variable selection or sparse model fitting. Variable selection methods have been developed to effectively reduce the number of variables while targeting an optimum predictive ability. To induce sparsity in modeling and/or to ensure existence of a unique solution, most methods utilize a penalized least squares framework or some regularization in the estimation/optimization method.

Regularization methods such as ridge regression (Hoerl and Kennard, 1970) imposes a penalty $\lambda \geq 0$ on the squared $l_2$-norm in the estimation of the regression parameters. In effect, the penalty function induces continuous shrinkage of parameters near zero as $\lambda$ increases (Hastie et al., 2009). There exists a value of $\lambda$ for which ridge regression has better predictive ability than ordinary least squares, but it does not reduce the regression parameters to nullity. So, ridge regression may not result to an interpretable model in high-dimensional setting where $p$ is much larger than $n$. Hence, it is commonly used in tandem with best subset selection (or hard thresholding). However, outcomes of hard thresholding are highly varied that small changes in data may lead to a different best subset (Tibshirani, 1996; Brieman, 1996).

To address the weaknesses of ridge regression and best subset selection, Tibshirani (1996) introduced the Least Absolute Shrinkage Selection Operator (LASSO). LASSO uses $l_1$-norm in the penalty function, which results to sparse regression coefficients (i.e., zero coefficients) unlike that of ridge regression. Moreover, the solution of LASSO coincides with a soft threshold estimator, which results to more precise estimates than that of best subset selection (Tibshirani, 1996). For the case of $n\geq p$, none of ridge, LASSO and best subset selection globally outperforms the rest, but the sparsity behavior of LASSO becomes preferable as $p$ becomes much larger than $n$ (Zou and Hastie, 2005). However, good properties of LASSO usually assume weak correlations among predictors, which is not safe to consider in high dimensional data. When a group of strongly correlated predictors exists in the data, LASSO tends to select only one variable from the group and does not care which one is selected (Zou and Hastie, 2005).

In this study, a layered selection under the elastic net framework is proposed to mitigate issues on high dimensionality in regression modeling. The procedure is aimed at providing better variable selection (i.e., sparse solution) especially under moderate to high inter-group correlations existing among the predictor variables. The procedure is also intended to have regression coefficient estimates that yield better prediction of the response variable.

In the following section, a brief discussion on improvements of LASSO and other regularization and/or optimization methods under the regression context in the high dimensional setting is presented. In Section 3, the layered elastic net selection or LENS procedure as an alternative is introduced. Simulation
parameters and scenarios to evaluate and compare LENS are in Section 4, and results of the simulation study are provided in Section 5. The last section provides concluding remarks.

2. Regularization in High Dimensional Setting

As an improvement to LASSO, Zou and Hastie (2005) introduced the elastic net. The elastic net is a form of regularization that utilizes both penalties in ridge regression and LASSO. The elastic net framework may be formulated as:

$$\beta_{EN} = \text{argmin}_\beta \left\{ \|y - [1 \ X] \beta\|_2^2 + \frac{(1-\alpha)}{2} \lambda \|\beta\|_2^2 + \alpha \lambda \|\beta\| \right\}$$  \hspace{1cm} (1)

where \(y_{nx1}\) is a vector of response variable, \(X_{nxp}\) is a matrix of predictors, \(\beta_{(p+1)x1}\) is a vector of regression parameters, \(\alpha \in [0,1]\) is a mixing parameter, \(\lambda \geq 0\) and \(\lambda\) is a shrinkage parameter. The framework reduces to that of the ridge regression at \(\alpha = 0\), while the framework reduces to that of LASSO at \(\alpha = 0\) (Friedman et al., 2010).

The introduction of the ridge penalty in the LASSO framework added convexity and flexibility in the sparsity behavior of LASSO. Hence, the elastic net enjoys good properties of LASSO in terms of shrinkage, sparsity and computational costs, while its new-found convexity allows selection of at most \(p\) variables even if \(n < p\) (Zou and Hastie, 2005). Moreover, the added convexity encourages grouping effect, which means the elastic net selects (or omits) correlated variables in groups (Zou and Hastie, 2005). The grouping effect is strongly observed when the penalty on the ridge component is relatively high or when \(\alpha\) is relatively small (Lansangan, 2014).

On the other hand, the grouping effect may not be desirable, when the goal is to identify a very small subset of variables that can maintain a predictive strength comparable to that of a full model (Lansangan, 2014). Predictive power is diminished, when one important feature is dropped out of the model. In addition, it was observed that LASSO and elastic net tend to keep variables that are strongly correlated to the response, which does not necessarily result to the most predictive small subset of predictors. For instance, it is possible for elastic net’s grouping effect to retain a relatively unimportant group, when the unimportant group has moderate to strong correlation with relatively more important groups (Lansangan, 2014).

Furthermore, \(l_p\)-norm regularized methods provide solutions for several high-dimensional problems, but these methods, even elastic net, do not directly account the grouping structure of variables in model selection. Under the presence of strongly correlations, identifying the grouping structure of variables may result to better selection behavior and/or prediction accuracy. For instance, Sanche and Lonergan (2006) utilized variable grouping together with expert opinion as an
initial procedure for strategically selecting predictors. Variable grouping helped in significantly reducing the number of variables to consider (Sanche and Lonergan, 2006). Near non-identifiability of strongly correlated predictors “confuses” variable selection strategies, and the predictive ability of the resulting model could potentially suffer, when variable grouping is neglected (Buhlmann et al., 2013).

One way of accounting correlations among predictors is by constructing indices or principal components. In Linear and Non-replete Selection (LaNS), there is simultaneous dimension reduction and variable selection, which resulted to construction of sparse principal components that are optimal for predicting the response. Based on simulation studies, LaNS may perform at par or better than LASSO and elastic net in terms of selection behavior and prediction accuracy (Lansangan and Barrios, 2017).

In other methods, predictors must be classified into groups before model fitting and/or variable selection. Grouped versions of existing sparsity-inducing methods (e.g. LASSO, Least Angle Regression, Non-negative Garrotte) were developed to address the problem of handling strong correlations in variable selection (Yuan and Lin, 2006). Group LASSO imposes different penalty sizes across predefined groups of variables, and is found to perform at par or better than LASSO and LARS prediction-wise (Yuan and Lin, 2006). Friedman et al. (2010) developed Sparse Group LASSO, which may result to sparse coefficients for each group. Sparse Group LASSO exhibits a good compromise between Group LASSO and LASSO, yielding grouped sparsity in the fitted model (Friedman et al., 2010). In a study by Buhlmann et al. (2013), hierarchical agglomerative grouping algorithms were utilized in developing clustered LASSO methods. Implemented using Canonical Correlations, Clustered Representative LASSO (CRL) and Clustered Group LASSO (CGL) were shown to be effective variable screening methods, as it effectively keeps all groups with at least one significant predictor (Buhlmann et al., 2013).

Studies conducted by Lansangan and Barrios (2017), Buhlmann et al. (2013), and Friedman et al. (2010) show that grouping variables, whether by constructing indices or clustering, may help in attaining strong predictive ability and desirable selection behavior. This study provides an alternative framework of utilizing the elastic net such that interrelatedness and groupings of predictors are explicitly considered in variable selection. The idea is to select within groups of important predictors, instead of selecting among groups (i.e. the grouping effect). Details of the method, and comparison of alternative and existing elastic net procedures are discussed in the following sections.

3. **Layered Elastic Net Selection**

Suppose that strongly correlated predictors were grouped together prior to modeling. Then, a preferred selection strategy may be applied locally in each group of variables, such that “sufficient representation” is achieved. An elastic
net regularization framework applied on a group of predictors in a sequential manner is proposed, such procedure and/or regularization will be referred to as the Layered Elastic Net Selection (LENS). The LENS procedure requires predetermined grouping of the predictor variables prior to the variable selection optimization. The groups are assumed to be non-overlapping and are those that may (linearly) predict the response variable.

Suppose grouping of the predictor variables is available. Let $G$ be the number of groups. LENS may then be applied for variable selection and model fitting. Let $y_{nx1}$ be a vector of response variable, $X_{nxp}$ be a matrix of predictors, and $[X_1 \ X_2 \ ... \ X_k \ ... \ X_G]$ is a partition of $X$, where $X_k$ is the $k^{th}$ group of predictors. The LENS is specified below.

\begin{center}
Layered Elastic Net Selection (LENS) Algorithm
\end{center}

1. Identify groups of strongly correlated predictors through a grouping algorithm.
2. For each group $X_k$, derive a synthetic $z_k = X_k v_{1,k}$, where $v_{1,k}$ is the first column of $V_k$ and $U_k D_k V_k^T$ is the singular value decomposition of $X_k$. Let $Z = [z_1 \ z_2 \ ... \ z_k \ ... \ z_G]$.
3. For each group $X_k$, compute an impact score $s_k = \frac{1}{n} \| y - Z_{-k} \hat{\beta}_k \|_2^2$ where $\hat{\beta}_k$ is the OLS estimate when $y$ is regressed against $Z_{-k}$ (i.e. matrix $Z$ without the $k^{th}$ column).
4. Variable groups are sequenced in decreasing order with respect to $s_k$. Let $X = [X_{(1)} \ X_{(2)} \ ... \ X_{(k)} \ ... \ X_{(G)}]$ where $X_{(k)}$ is the $k^{th}$ group in the sequence.
5. For a given $\gamma_1$ and $\gamma_2$, apply Elastic Net on each group in a sequential manner:
   DO for $k = 1,2,\ldots,G$.
   SOLVE for $\hat{\beta}_k$ as:
   $$\hat{\beta}_k = \arg\min_{\beta_k} \left\{ \| y_k - [1 \ X] \beta_k \|_2^2 + \gamma_2 \| \beta_k \|_2^2 + \gamma_1 \| \beta_k \|_1 \right\}$$
   IF $k = 1$, THEN $y_k = y$. ELSE, $y_k = y_{k-1} - X_{k-1} \hat{\beta}_{k-1}$.
   END of DO.
6. The intercept $\hat{\beta}_0$ is computed as mean of $y_G - X_G \hat{\beta}_G$.
7. The LENS estimate of coefficients is $\hat{\beta}_{LENS}^T = \begin{bmatrix} \hat{\beta}_1^T & \hat{\beta}_2^T & \ldots & \hat{\beta}_k^T & \ldots & \hat{\beta}_G^T & \hat{\beta}_0 \end{bmatrix}$.
In case there is no known or intuitive grouping of variables, a data-driven variable grouping algorithm is also proposed. In this study, the variable grouping procedure is based on a specific hierarchical agglomerative grouping (HAG) algorithm. As in any HAG procedure, the choice of dissimilarity measure and linkage method is important. Since the goal is to group strongly correlated predictors, the dissimilarity measure between the ith variable and the jth variable will be defined as 
\[ d(i, j) = 1 - |r_{ij}|, \]
where \( r_{ij} \) is the Pearson’s correlation between the two variables. The value of \( d(i,j) \) is small when two variables are strongly correlated or similar. The same dissimilarity measure was considered in Buhlmann et al. (2013). For group linkage, average linkage will be used. It is preferred over single linkage and complete linkage, because average linkage is less likely to exhibit crowding or chaining (Hastie et al., 2009).

Let \( X \) be an \( nxp \) matrix of predictors, then the hierarchical agglomerative grouping algorithm is as follows:

### Hierarchical Agglomerative Grouping of Variables (HAG Var)

**INITIALIZE** \( G = p \).

**DO WHILE** \( G > 1 \). (Hierarchical Grouping)

1. **PARTITION** the data set into \( G \) groups. (For \( G = p \), each group contains one variable) \( X = [X_1 ... X_l ... X_{(G)}] \), where \( X_1 \) is a \( nxp_l \) matrix and \( \sum p_l = p \).
2. **FOR all** \( m < n \), **CALCULATE** the dissimilarity \( d(m,n) \) bet. groups \( X_m \) and \( X_n \) as:

\[
d(m,n) = \frac{1}{p_mp_m} \sum_{i=1}^{p_m} \sum_{j=1}^{p_n} (1 - |r_{m(i),n(j)}|)
\]

(average dissimilarity bet.groups \( m \) and \( n \))

Where \( r_{m(i),n(j)} = \text{cor}(x_{m(i)}, x_{n(j)}) \) is the Pearson’s correlation of \( i^{th} \) variable in group \( \text{cor}(x_{m(i)}) \) and \( j^{th} \) variable in group \( n(x_{n(j)}) \).

**END FOR.**

3. **UPDATE** \( G = G - 1 \) by taking \( X_m \) and \( X_n \) with minimum \( d(m,n) \) as one group.

**END DO.**

**OUTPUT** Dendogram.

The grouping algorithm results to a dendogram. The next step is to identify a suitable number of groups. The minimum group average silhouette index (or MiGASi index) will be used as an internal validation measure. For a given a grouping solution, the average silhouette is measured per group. MiGASi is
the smallest computed group average silhouette index. The silhouette index measures the appropriateness of a member-variable with respect to its current group assignment (Rousseeuw, 1987). Let \( a(i) \) be the average dissimilarity of object \( i \) to all other members of the group where \( i \) belongs. Let \( b(i) \) be the lowest average dissimilarity of object \( i \) to any other group, of which \( i \) is not a member. The silhouette of \( i \), \( s(i) \), is defined as:

\[
s(i) = \frac{b(i) - a(i)}{\max(a(i), b(i))}
\]

The silhouette is bounded by -1 and 1, where a value close to 1 is interpreted as being appropriately assigned to its current group and a value close to -1 means that the member should be assigned to one of its neighboring groups. Hence, the MiGASI index measures the tightness of groups vis-à-vis separability of groups. If MiGASI index is closed to 1, then it means that most (if not all) variables are appropriately grouped and groups are tight and homogeneous. For simplicity, MiGASI will be measured for the last 20 nodes or joints of the dendogram. These values serve as the candidate subset for determining the right number of groups. The dendrogram will be cut at the node yielding the maximum MiGASI, which will result to \( G \) number of variable groups.

4. Design of Simulation Study

The predictive ability and selection behavior of elastic net and LENS are compared through a simulation study. The data generating process involves three hidden factors that will generate three groups of strongly correlated predictors. The simulation strategy is similar to that of Zou and Hastie (2005), and Lansangan and Barrios (2017). The hidden factors \( f_1, f_2 \) and \( f_3 \) represent the “key drivers” or important features that predict the response variable. The hidden factors were generated such that:

\[
f_1 \sim N(400, 150^2), f_2 \sim N(400, 145^2), f_3 \sim N(400, 125^2)
\]

\[
\text{cor}(f_1, f_2, f_3) = \begin{bmatrix} 1 & 0 & 0.6 \\ 0 & 1 & -0.5 \\ 0.6 & -0.5 & 1 \end{bmatrix}
\]

Given those specifications, \( f_1 \) and \( f_2 \) are independent of each other, while \( f_3 \) is moderately correlated to other factors. This represents that case where there is one important data feature which may be confused with the other two.

In simulating a data set, \( p \) independent variables were generated as a function of a hidden factor (i.e. either \( f_1, f_2 \) or \( f_3 \)). Three groups of variables were simulated, as follows:
Each $X_{ij}$ represents a measurable manifestation of a hidden factor. Since $X_{ij}s$ are linear functions of a hidden factor, variables generated from the same hidden factor are strongly correlated with each other. In addition, predictors from the first two hidden factors are moderately correlated to predictors from $f_3$.

The response variable $yi$ is generated as a linear combination of predictors and an error term. The model is:

$$y_i \mid x_i^T = X_{i1} \beta_1 + X_{i2} \beta_2 + \ldots + X_{ip} \beta_p + \varepsilon_i$$

where $\varepsilon_i \sim N(0,50^2)$, $\forall i$, and $\text{cov}(\varepsilon_i, \varepsilon_k) = 0 \forall i \neq k$.

The $\beta_j$s were selected such that group 1 has the largest relative contribution to the value of response, group 2 has the second largest contribution, and group 3 has the least contribution.

Two different scenarios were considered in the simulation study—a non-high dimensional case (NHD), and a high dimensional (HD) case. Each scenario was replicated 200 times. One hundred predictors were generated for NHD, and 1000 predictors were generated for HD. Table 1 shows the simulated relative contribution of each group for each scenario.

<table>
<thead>
<tr>
<th>Case</th>
<th>Relative Contribution by Group</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Group 1</td>
</tr>
<tr>
<td>NHD</td>
<td>~48%</td>
</tr>
<tr>
<td>HD</td>
<td>~47%</td>
</tr>
</tbody>
</table>

For both scenarios, the ideal result is to select most variables from group 1 and group 2, since ~80% of the value of response variable comes from these groups. Nevertheless, group 3 still has a significant contribution to the response variable. Hence, it is still expected to get optimal results when there are few variables selected from group 3. In addition, the ideal result for the grouping effect is to keep variables from group 1 when very few variables are taken into consideration.
In the simulation design, the contribution of the smaller groups of variables (i.e., group 1 and group 2) are larger than group 3 to mimic the case where few variables (i.e. 30 out of 100, or 30 out of 1000) are sufficient to explain most variation in the response. Hence, it makes sense to select and concentrate on very few predictors in constructing the model, and thus key to a regression solution is to find an “optimal small subset” of predictors.

Several values of tuning parameters are utilized in comparing elastic net and LENS in terms of the behavior of selection and grouping effect. Table 2 shows all methods and settings for comparison.

Table 2. Methods in Comparison

<table>
<thead>
<tr>
<th>Elastic Net</th>
<th>Layered Elastic Net Selection</th>
</tr>
</thead>
<tbody>
<tr>
<td>EN($\alpha$, $\lambda$)</td>
<td>LENS($\gamma^*$, 0.1)</td>
</tr>
<tr>
<td>EN(0.999, $\lambda^*$)</td>
<td>LENS($\gamma^*$, 50)</td>
</tr>
<tr>
<td>OLS-EN(0.999, $\lambda^*$)</td>
<td>LENS($\gamma^*$, 100)</td>
</tr>
<tr>
<td>OLS-EN(0.900, $\lambda^*$)</td>
<td>LENS($\gamma^*$, 300)</td>
</tr>
<tr>
<td>OLS-LENS($\gamma^<em>\lambda^</em>$)</td>
<td>LENS(Best)</td>
</tr>
<tr>
<td>OLS-LENS($\gamma^*0.1$)</td>
<td>OLS-LENS($\gamma^*50$)</td>
</tr>
<tr>
<td>OLS-LENS($\gamma^*100$)</td>
<td>OLS-LENS($\gamma^*300$)</td>
</tr>
<tr>
<td>OLS-LENS(Best)</td>
<td>Best OLS-LENS</td>
</tr>
</tbody>
</table>

For Elastic Net (EN), two values of mixing parameter $\alpha$ are considered (i.e. 0.999 and 0.900). When $\alpha = 0.999$, the elastic net framework is almost the same as the LASSO framework. When $\alpha = 0.900$, the penalty on the $l_2$-norm of parameters is relatively higher. Hence, the second setting is somehow more “elastic” and the grouping effect is expected to be observed (Lansangan, 2014). For LENS, varying values of ridge penalty $\gamma_2$ were considered. When $\gamma_2 = 0.1$, each stage in layered selection closely resembles a LASSO. On the other hand, higher values of $\gamma_2$ were considered to explore the grouping effect at increasing ridge penalty. For both methods, $\lambda^*$ and $\gamma^* = \gamma_1^*$ are values of the tuning parameter which retain a target number of predictors or less for fixed $\alpha$ and $\gamma_2$, respectively. This was operationalized by setting the target number of variables to 15.

In addition to elastic net and LENS, the ordinary least squares (OLS) counterpart of each model is also considered (denoted as OLS-EN or OLS-LENS). OLS is applied on the selected predictors after conducting EN or LENS. Since very few predictors will be selected, OLS will have a unique solution even under the high dimensional case.
The best LENS specifications, denoted as LENS (Best), OLS-LENS (Best) and Best OLS-LENS, are identified for each iteration. LENS (Best), is the LENS specification which attains the lowest BIC score. OLS-LENS is the OLS counterpart of LENS (Best), (i.e., regression estimates based on the OLS fit for the selected variables). While for Best OLS-LENS, the BIC-type criterion was computed and evaluated after fitting the OLS counterpart of candidate LENS specifications. The Best OLS-LENS is then the OLS-LENS with the lowest BIC.

In comparing the methods, the Mean Squared Prediction Error (MSPE) is computed to evaluate the predictive ability of the model. Let \( \mathbf{y} \) be the response vector and \( \hat{\mathbf{y}} \) be the vector of predicted values. The MSPE is defined as

\[
MSPE = \frac{1}{n} \| \mathbf{y} - \hat{\mathbf{y}} \|_2^2.
\]

The BIC-type criterion by Zou et al. (2007) was computed to evaluate the prediction accuracy vis-à-vis variable selection (or the number of predictors in the model). Let \( n \) be the number of observations and \( NNZ \) be the number of nonzero coefficients in the model. The BIC-type criterion is defined as:

\[
BIC^* = \frac{MSPE}{\text{var}(\mathbf{y})} + NNZ \frac{\log(n)}{n}.
\]

The BIC-type criterion penalizes the measure of prediction accuracy with the number of nonzero coefficients and the number of observations. Hence, the model with the lowest BIC-type criterion tends to be the most parsimonious, i.e. the model has the smallest prediction error at a small number of predictors possible. The average number of selected predictors by group is also computed for describing the selection behavior of each method.

5. Results and Discussion

The results are organized into 3 sections. The first section covers simulation results under the NHD case, while the second section covers the HD case. Discussions on the choice of number of groups prior to use of LENS are in the last section.

Non-high dimensional case

For the non-high dimensional case, there are 200 observations and 100 predictors. Seventy out of 100 predictors are from group 3, which is correlated to the more important groups (i.e. groups 1 and 2). For selection behavior, the ideal outcome is then to get more variables from group 1, followed by group 2, and fewest from group 3. Table 3 summarizes the results for the non-high dimensional case.
### Table 3. Results for Non-High Dimensional Case

<table>
<thead>
<tr>
<th>Methods</th>
<th>Average Number of Variables Selected from</th>
<th>Average MSPE</th>
<th>Average BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Group 1</td>
<td>Group 2</td>
<td>Group 3</td>
</tr>
<tr>
<td>EN(0.999, λ*)</td>
<td>5.84</td>
<td>5.18</td>
<td>3.91</td>
</tr>
<tr>
<td>EN(0.900, λ*)</td>
<td>0.66</td>
<td>3.23</td>
<td>11.11</td>
</tr>
<tr>
<td>LENS(γ*,0.1)</td>
<td>7.36</td>
<td>4.59</td>
<td>2.99</td>
</tr>
<tr>
<td>LENS(γ*,50)</td>
<td>8.04</td>
<td>4.06</td>
<td>2.85</td>
</tr>
<tr>
<td>LENS(γ*,100)</td>
<td>8.85</td>
<td>3.50</td>
<td>2.61</td>
</tr>
<tr>
<td>LENS(γ*,300)</td>
<td>10.96</td>
<td>3.34</td>
<td>0.70</td>
</tr>
<tr>
<td>LENS(Best)</td>
<td>8.40</td>
<td>4.59</td>
<td>1.97</td>
</tr>
<tr>
<td>OLS-EN(0.999, λ*)</td>
<td>5.84</td>
<td>5.18</td>
<td>3.91</td>
</tr>
<tr>
<td>OLS-EN(0.900, λ*)</td>
<td>0.66</td>
<td>3.23</td>
<td>11.11</td>
</tr>
<tr>
<td>OLS-LENS(γ*,0.1)</td>
<td>7.36</td>
<td>4.59</td>
<td>2.99</td>
</tr>
<tr>
<td>OLS-LENS(γ*,50)</td>
<td>8.04</td>
<td>4.06</td>
<td>2.85</td>
</tr>
<tr>
<td>OLS-LENS(γ*,100)</td>
<td>8.85</td>
<td>3.50</td>
<td>2.61</td>
</tr>
<tr>
<td>OLS-LENS(γ*,300)</td>
<td>10.96</td>
<td>3.34</td>
<td>0.70</td>
</tr>
<tr>
<td>OLS-LENS(Best)</td>
<td>8.40</td>
<td>4.59</td>
<td>1.97</td>
</tr>
<tr>
<td>Best OLS-LENS</td>
<td>8.25</td>
<td>4.50</td>
<td>2.20</td>
</tr>
</tbody>
</table>

**NOTE:** [1]Three lowest MSPE.

Both EN and LENS showed ideal results for specifications where α is closed to 1 and γ_2 is closed to 0, respectively. On the other hand, the allocation of EN(0.999, λ*) tends to be almost equal among groups, while LENS(γ*, 0.1) tends to select half of predictors from group 1 (which attributes to ~50% of the value of the response). For the grouping effect, the ideal outcome is to keep variables from group 1, since group 1 has the most relative contribution to the value of the response. Consistent with the observation of Lansangan (2014), EN exhibits the grouping effect, when the penalty on the ridge component is relatively high (i.e. α = 0.900 in the simulation study). However, EN(0.900, λ*) tends to retain variables from group 3, which is the least important group in terms of prediction. LENS, in contrast, tends to retain group 1 in the model at very high values of γ_2 (i.e. LENS(λ*,300)). Comparing LENS and EN, simulation results suggest that the LENS procedure may arrive at better results than EN with respect to the grouping effect.

Table 3 also summarizes the MSPE and BIC of the models. In terms of prediction error and BIC, EN(0.999, λ*) , i.e. the better specification for EN, outperforms LENS(Best). On the other hand, LENS outperforms EN in terms of prediction error and BIC at specifications where the grouping effect is very...
evident. From Table 3, the average BIC of EN(0.900,λ*) is 4.442 and the average BIC of LENS(γ*, 300) is 0.818. This is because EN(0.900,λ*) tend to keep the least important group while LENS(γ*, 300) tend to keep the most important group.

For both methods, conducting OLS on selected variables greatly improves the MSPE and BIC. The improvement in MSPE is very evident for LENS. For instance, the average MSPE of LENS(Best) is 42,320,575, while the average MSPE of OLS-LENS(Best) is as low as 397,446. Moreover, it seems that identifying the best among OLS-LENS (i.e. Best OLS-LENS) results to better prediction error than taking the OLS counterpart of LENS(Best) (i.e. OLS-LENS(Best)). The MSPE of Best OLS-LENS is 283,466; which is better than OLS-LENS(Best) and on a par with OLS-EN(0.900, λ*) with average MSPE = 267,120. In addition, OLS-EN(0.900, λ*), OLS-LENS(Best), and Best OLS-LENS have comparable average BIC scores.

Table 4. Results for High Dimensional Case

<table>
<thead>
<tr>
<th>Methods</th>
<th>Average Number of Variables Selected from</th>
<th>Average MSPE</th>
<th>Average BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Group 1</td>
<td>Group 2</td>
<td>Group 3</td>
</tr>
<tr>
<td>EN(0.999,ζ*)</td>
<td>5.62</td>
<td>4.66</td>
<td>4.64</td>
</tr>
<tr>
<td>EN(0.900,ζ*)</td>
<td>0.06</td>
<td>0.20</td>
<td>14.67</td>
</tr>
<tr>
<td>LENS(γ*,0.1)</td>
<td>8.15</td>
<td>4.71</td>
<td>2.12</td>
</tr>
<tr>
<td>LENS(γ*,50)</td>
<td>8.67</td>
<td>3.96</td>
<td>2.37</td>
</tr>
<tr>
<td>LENS(γ*,100)</td>
<td>9.33</td>
<td>3.38</td>
<td>2.28</td>
</tr>
<tr>
<td>LENS(γ*,300)</td>
<td>11.42</td>
<td>3.12</td>
<td>0.46</td>
</tr>
<tr>
<td>LENS(Best)</td>
<td>8.40</td>
<td>4.59</td>
<td>1.97</td>
</tr>
<tr>
<td>OLS-EN(0.999,ζ*)</td>
<td>5.62</td>
<td>4.66</td>
<td>4.64</td>
</tr>
<tr>
<td>OLS-EN(0.900,ζ*)</td>
<td>0.06</td>
<td>0.20</td>
<td>14.67</td>
</tr>
<tr>
<td>OLS-LENS(γ*,0.1)</td>
<td>8.15</td>
<td>4.71</td>
<td>2.12</td>
</tr>
<tr>
<td>OLS-LENS(γ*,50)</td>
<td>8.67</td>
<td>3.96</td>
<td>2.37</td>
</tr>
<tr>
<td>OLS-LENS(γ*,100)</td>
<td>9.33</td>
<td>3.38</td>
<td>2.28</td>
</tr>
<tr>
<td>OLS-LENS(γ*,300)</td>
<td>11.42</td>
<td>3.12</td>
<td>0.46</td>
</tr>
<tr>
<td>OLS-LENS(Best)</td>
<td>8.40</td>
<td>4.59</td>
<td>1.97</td>
</tr>
<tr>
<td>Best OLS-LENS</td>
<td>8.25</td>
<td>4.50</td>
<td>2.20</td>
</tr>
</tbody>
</table>

NOTE: [1]Three lowest MSPE.

High dimensional case

For the HD case, there are 200 observations and 1000 predictors. Nine hundred seventy out of 1000 predictors are from group 3, which is correlated to more important groups (i.e. groups 1 and 2). As in the NHD case, for the selection behavior, the ideal outcome is to get more variables from group 1, followed by
group 2, and fewest from group 3. Table 4 summarizes the results for the high dimensional case.

Both EN and LENS showed ideal results for specifications where \( \alpha \) is closed to 1 and \( \gamma_2 \) is closed to 0, respectively. The allocation of EN(0.999, \( \lambda^* \)) also tends to be almost equal among groups, while LENS(\( \gamma^*, 0.1 \)) tends to select half of predictors from group 1. Consistently, EN(0.900, \( \lambda^* \)) and LENS(\( \gamma^*, 300 \)) exhibits the grouping effect, as it tends to keep one group of variables only. For the HD case, the LENS framework showed a better behaving grouping effect than EN, as EN tends to keep the least important group while LENS tend to keep the most important group.

In terms of prediction error and BIC, EN(0.999, \( \lambda^* \)), i.e. the better specification for EN, outperforms LENS(Best), i.e. the best specification for LENS. On the other hand, LENS outperforms EN in terms of prediction error and BIC at specifications where the grouping effect is very evident. From Table 4, the average BIC of EN(0.900, \( \lambda^* \)) is much greater than that of LENS(\( \gamma^*, 300 \)), which is most likely because of the difference in their grouping effect.

Like the NHD case, conducting OLS on selected variables greatly improves the MSPE and BIC. The improvement in MSPE is very evident for LENS. Consistently, identifying the best among OLS-LENS (i.e. Best OLS-LENS) results to better prediction error than taking the OLS counterpart of LENS(Best) (i.e. OLS-LENS(Best)). The MSPE of Best OLS-LENS is 320,701; which is much better than OLS-LENS(Best). It seems that the difference between OLS-LENS(Best) and Best OLS-LENS is more evident in the high dimensional case. Moreover, this adds to the evidence that LENS tends to select an optimal subset of predictors, but its fitted model results to poor prediction. In general, LENS is best treated as a selection operator, and applying OLS on the selected variables may yield optimum results.

The lowest average MSPE (i.e. 294,568) is also attained by OLS-EN(0.999, \( \lambda^* \)). In the HD case, applying OLS after EN seems to be slightly better than applying OLS after LENS. However, applying OLS on LENS-selected variables makes a good compromise between prediction accuracy and ideal grouping effect, because EN seems to be more sensitive to relationships across groups of predictors. In addition, simulation study shows that OLS-EN(0.900, \( \lambda^* \)), and Best OLS-LENS have comparable average BIC scores. OLS-EN and OLS-LENS tend to have similar behavior with respect to minimizing the prediction error at a small number of predictors.

**Simulation results for hierarchical agglomerative grouping**

As LENS requires predictors to be grouped, for this study, a hierarchical agglomerative grouping algorithm was implemented where the distance measure is based on pairwise-correlation. In addition, selection of the optimal number of
groups was automated using the MiGaSi index. The number of groups is chosen such that MiGaSi index is maximized.

Based on the simulation, the outcome of the grouping algorithm affects the result of LENS. The MiGaSi index does not always result to the right number of groups (G), which is 3 in this case. The MiGaSi index suggested $G=3$ about 50% of the time, while it suggested $G=2$ for other cases. As presented in Table 5, it was observed that optimum results for LENS were attained when OLS was applied on the selected variables and the optimal number of groups was identified. For both cases, the average MSPE of Best OLS-LENS is better for cases where the suggested value of G is 3. Under optimal conditions, OLS-LENS and OLS-EN results to comparable prediction accuracy.

<table>
<thead>
<tr>
<th>Case</th>
<th>Method</th>
<th>Average MSPE</th>
<th>Number of Replicates</th>
</tr>
</thead>
<tbody>
<tr>
<td>NHD</td>
<td>OLS-EN(0.999, $\lambda^*$)</td>
<td>267 120</td>
<td>200</td>
</tr>
<tr>
<td></td>
<td>Best OLS-LENS (All replicates)</td>
<td>283 466</td>
<td>200</td>
</tr>
<tr>
<td></td>
<td>Best OLS-LENS (Replicates with $G=3$)</td>
<td>276 522</td>
<td>110</td>
</tr>
<tr>
<td>HD</td>
<td>OLS-EN(0.999, $\lambda^*$)</td>
<td>294 568</td>
<td>200</td>
</tr>
<tr>
<td></td>
<td>Best OLS-LENS (All replicates)</td>
<td>320 701</td>
<td>200</td>
</tr>
<tr>
<td></td>
<td>Best OLS-LENS (Replicates with $G=3$)</td>
<td>305 653</td>
<td>106</td>
</tr>
</tbody>
</table>

Figure 1 shows the average MiGaSi index for different values of G. On the average, the MiGaSi index peaks at the correct number of groups ($G=3$), which makes the criterion a reasonable basis for variable grouping. For cases where $G$ was suggested, the average MiGaSi clearly peaks at $G=3$. In cases where $G=2$ was suggested, the MiGaSi index of $G=2$ was slightly higher than that of $G=3$. The pattern was consistently observed in all simulated scenarios. Thus, it is recommended to consider all values of G with near optimal MiGaSi index, most especially if the MiGaSi index values are very near to each other. This may assure that the most appropriate value of G was considered in model selection.
6. Conclusions

Layered Elastic Net Selection (LENS) applies the elastic net regularization framework in groups of variables in a sequential manner. Based on the simulation study, LENS is a good selection operator and may result to a better selection behavior than the elastic net. In the case that there are groups of strongly correlated predictors (i.e. important hidden features) but only a small subset of important predictors exists, the LENS may be able to select few variables that capture all important features, and the more important groups are more likely prioritized. In addition, LENS may result to a more appropriate grouping effect. Under the assumption of moderate inter-group dependencies, the grouping effect of elastic net is expected to select the “weaker” group. LENS, in contrast, given optimal values of \( G, \gamma_1, \gamma_2 \), may minimize the chance of keeping relatively “weaker” groups, and thus may select only the most important groups.

The estimated coefficients of LENS \( \hat{\beta}_{\text{LENS}} \) however results to poor prediction accuracy, but the applying OLS on the selected variables results to an improved predictive ability. Hence, LENS makes a good selection operator, and it is most appropriate to apply OLS on selected variables in fitting the predictive model (similar to LaNS, cf. Lansangan and Barrios, 2017).

In general, the number of groups \( (G) \), value of tuning parameters \( (\gamma_1, \gamma_2) \), and the sequence of fitting are important considerations in applying LENS. Attaining optimal results are dependent on the chosen values. Based on the simulation studies, there is a value of \( G, \gamma_1, \) and \( \gamma_2 \) where OLS on LENS-selected variables results to a model that is on par with elastic net in terms of prediction accuracy vis-à-vis parsimony. For the selection of tuning parameters, setting a target number of variables may help in operationalizing the search for \( \gamma_1 \) and \( \gamma_2 \).

Another important consideration in LENS is the sequence of fitting. The sequential approach of LENS differentiates it from existing strategies. Unlike other grouped sparse method, the LENS framework utilizes much fewer tuning parameters as existing methods tend to require separate \( \lambda_{1,k} \) for each group \( X_k \).

Figure 1: Average MiGaSi index for each Number of Groups in NHD (left) and HD (right)
and the search for optimal tuning parameters is relatively more tedious and complicated. In lieu of varying tuning parameters, the framework requires a ranking algorithm. The LENS algorithm may be viewed as a modified backfitting algorithm, i.e., the sequence of fitting is crucial in LENS as in backfitting.
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