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Abstract 

 
This paper discusses the problem of estimating the population 
mean utilizing information on the mean and variance of qualitative 
characteristics. We introduce some efficient classes of estimators 
based on higher order moments such as the variance of an 
auxiliary attribute. The conventional mean estimator, Bhushan and 
Gupta (2016) estimator, and the traditional regression and ratio 
estimators proposed by Naik and Gupta (1996) are shown to be the 
sub-class of the proposed estimators for properly chosen valuations 
of the described scalars. The effective performance of the 
suggested estimators has been assessed empirically and 
theoretically with respect to the contemporary estimators. 
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1. Introduction 
 
In survey research, it has been found that the consideration of auxiliary (supplementary) 
information assists to improve the efficiency of the estimator provided that there arises a high 
degree of correlation between the variable of interest and the supplementary variable. Several 
classes of improved and modified estimators have been suggested till date. Bhushan et al. 
(2020a, b, c, 2021a, b), Bhushan and Kumar (2020, 2022), and the references listed therein 
are a few recent noteworthy contributions in this regard. In real life scenarios, many times the 
study variable may be associated with some easily available qualitative auxiliary elements. 
For example: height of persons (y) and sex (ϕ); quantity of production of gram crop (y) and a 
specific variety of gram crop (ϕ); quantity of milk production (y) and a specific breed of cow 
(ϕ). Moreover, if measuring a quantitative variable is costly, then such an auxiliary attribute 
may be considered, which can be constructed from the auxiliary variable and is highly 
associated with the study variable. For example: (1) the tax paid by a company (y) may 
depend on its turnover (ϕ) which can be converted into a large/small companies; (2) the 
family expenditure (y) may depend on the household size (ϕ) which can be classified as 
large/small household; (3) the yield of crop (y) may depend on large/small land holdings (ϕ). 
 
Various renowned authors suggested a wide range of classes of modified and improved 
population mean estimators consisting of auxiliary attributes in simple random sampling 
(SRS). The classical product, regression and ratio estimators were suggested by Naik and 
Gupta (1996) for the population mean estimation utilizing auxiliary attribute. Jhajj et al. 
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(2006) investigated a general class of population mean estimator based on auxiliary attribute. 
Influenced by the work of Ray and Singh (1981), Singh et al. (2008) developed a class of 
estimators utilizing auxiliary attribute. Adapting the procedure of Kadilar and Cingi (2006), 
Abd-Elfattah et al. (2010) developed a class of population mean estimators by combining 
different ratio estimators. Grover and Kaur (2011) extended their own work and investigated 
an improved population mean exponential estimator utilizing auxiliary attribute. Singh and 
Solanki (2012) proposed a more effective auxiliary attribute-based estimation method for 
population mean. Koyuncu (2012) envisaged an efficient population mean estimator utilizing 
auxiliary attribute. Bhushan and Gupta (2016) introduced a ratio type estimators based on 
higher order moments such as the variance of an attribute ϕ. A family of ratio exponential 
estimators consisting of an auxiliary attribute were explored by Zaman and Kadilar (2019). 
Zaman (2020) developed an exponential kind of estimators utilizing attribute. An improved 
auxiliary attribute-based log type estimator was suggested by Bhushan and Gupta (2020). 
Motivated by Bhushan et al. (2021b), Bhushan et al. (2022a) suggested a few attribute-based 
enhanced classes of estimators for population mean. In order to compute the population mean 
and variance utilizing auxiliary attribute, Bhushan et al. (2022b) presented certain linear 
combination type estimators. 
 
This paper discusses some efficient auxiliary attribute-based classes of regression and ratio 
type estimators using higher order moments such as the variance. The following sections 
make up the schema of this paper. Section 2 devotes to the existing population mean 
estimators based on auxiliary attribute. In Section 3, a few efficient classes of regression and 
ratio type estimators have been proposed using higher order moments such as variance of 
auxiliary attribute along with their characteristics. The comparative study between the 
suggested and existing estimators has been performed in Section 4. Results of an empirical 
application are presented in Section 5 for the verification of the efficiency conditions 
followed by the discussion of the numerical results tabulated in Section 6. Finally, we reach 
to the conclusion in Section 7. 
 
 
2. Review of Existing Estimators 

To compute the population mean 𝑌𝑌$ of the study variable 𝑦𝑦, let a simple random sample 𝑠𝑠 of 
size	𝑛𝑛 be drawn without replacement from a finite population ℵ = (ℵ!, ℵ", … , ℵ#) of size N. 
Let ϕ$ and y$ be the observations on the auxiliary attribute ϕ  and the variable of choice y for 
unit 𝑖𝑖 of the population ℵ. Note that if the unit i ∈	ϕ then 𝜙𝜙%=1 and if i ∉	ϕ then 𝜙𝜙%=0. 
Suppose A = Σ$&!N 𝜙𝜙% and a = Σ$&!( 𝜙𝜙% represent the total number of units in the population ℵ 
and sample s, respectively, with attribute ϕ, whereas 𝑃𝑃 = (𝐴𝐴/𝑁𝑁) and 𝑝𝑝 = (𝑎𝑎/𝑛𝑛), 
respectively, represent the population and sample proportion with attribute ϕ. Let 𝑌𝑌$  
=𝑁𝑁)!Σ$&!* 𝑦𝑦%  and 𝑦𝑦$ =𝑛𝑛)!Σ$&!( 𝑦𝑦%  be, respectively the population and sample means of study 

variable, y with the expressions S+ = =(𝑁𝑁 − 1))!Σ,&!* (𝑦𝑦% − 𝑌𝑌$)"	and S- =

=(𝑁𝑁 − 1))!Σ,&!* (𝜙𝜙% − 𝑃𝑃)" be, respectively, the population standard deviation of the study 

variable 𝑦𝑦 and the auxiliary attribute 𝜙𝜙. Furthermore, let us define 𝑆𝑆./ = (𝑁𝑁 −
1))!(Σ%&!* 𝑦𝑦%𝜙𝜙% − 𝑁𝑁𝑌𝑌$𝑃𝑃) and 𝜌𝜌 = 𝑆𝑆.//𝑆𝑆.𝑆𝑆/ be the population covariance and population 
coefficient of correlation between the study variable 𝑦𝑦 and the auxiliary attribute 𝜙𝜙. 
Likewise, 𝐶𝐶. = 𝑆𝑆./𝑌𝑌$ and 𝐶𝐶/ = 𝑆𝑆//𝑃𝑃 be, respectively, the coefficient of variation of study 
variable 𝑦𝑦 and auxiliary attribute 𝜙𝜙.  
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We take into consideration the following expressions to define the mean square error (MSE) 
and bias of the estimators: 𝑦𝑦$ = 𝑌𝑌$	(1 + 𝑒𝑒0), 𝑝𝑝 = 𝑃𝑃(1 + 𝑒𝑒!) and 𝑠𝑠/" = 𝑆𝑆/"(1 + 𝑒𝑒") given 
𝐸𝐸(𝑒𝑒0) = 𝐸𝐸(𝑒𝑒!) = 𝐸𝐸(𝑒𝑒") = 0	and	𝐸𝐸(𝑒𝑒0") = 𝛾𝛾𝐶𝐶.", 𝐸𝐸(𝑒𝑒!") = 𝛾𝛾𝐶𝐶/", 𝐸𝐸(𝑒𝑒"") = 𝛾𝛾(𝜆𝜆01 −
1), 𝐸𝐸(𝑒𝑒0𝑒𝑒!) = 𝛾𝛾𝛾𝛾𝐶𝐶.𝐶𝐶/ 𝐸𝐸(𝑒𝑒0𝑒𝑒") = 𝛾𝛾𝐶𝐶.𝜆𝜆!"  and 	𝐸𝐸(𝑒𝑒!𝑒𝑒") = 𝛾𝛾𝜆𝜆02𝐶𝐶/ where 𝛾𝛾 = (𝑁𝑁 −

𝑛𝑛)/𝑁𝑁𝑁𝑁,				𝜆𝜆34 = 𝜇𝜇34/𝜇𝜇"0
3/"𝜇𝜇0"

4/", and 𝜇𝜇34 = (𝑁𝑁 − 1))!Σ%&!* (𝑦𝑦% − 𝑌𝑌$)3(𝜙𝜙% − 𝑃𝑃)4. 

The classical mean estimator is stated as 	𝑇𝑇6 = 𝑦𝑦$ while the variance of the estimator 𝑇𝑇6 is 
expressed as 

𝑉𝑉(𝑇𝑇6) = 𝛾𝛾𝑌𝑌$"𝐶𝐶."	.																																																																										(1) 

An attribute-based classical ratio estimator was presented by Naik and Gupta (1996)  𝑇𝑇7 =
𝑦𝑦$ M8

9
N while the MSE of the estimator 𝑇𝑇7  is given by  

𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇7) = 𝛾𝛾𝑌𝑌$"P𝐶𝐶." + 𝐶𝐶/" − 2𝜌𝜌𝐶𝐶.𝐶𝐶/R	.																																													(2) 

An attribute-based classical regression estimator was also presented by Naik and Gupta 
(1996) as 

𝑇𝑇:7 = 𝑦𝑦$ + 𝛽𝛽/(𝑃𝑃 − 𝑝𝑝), 

where 𝛽𝛽/ is the regression coefficient of 𝑦𝑦 on 𝜙𝜙. The MSE of the estimator 𝑇𝑇:7 is provided as 

	𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇:7) = 𝛾𝛾𝑌𝑌$" M𝐶𝐶." + 𝛽𝛽/"
8!

;<!
𝐶𝐶/" − 2𝛽𝛽/

8
;<
𝜌𝜌𝐶𝐶.𝐶𝐶/N. 

By minimizing the 𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇:7) with respect to (w.r.t.) 𝛽𝛽/, we obtain 𝛽𝛽/(>9?) = 𝜌𝜌 T
;<A"

8A#
U. By 

replacing the value of 𝛽𝛽/ with 𝛽𝛽/(>9?) in the 𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇:7), we obtain 

																																											𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚(𝑇𝑇:7) = 𝑌𝑌$"𝛾𝛾𝐶𝐶."(1 − 𝜌𝜌").																																																											(3) 
 
Motivated by the work of Ray and Singh (1981), Singh et al. (2008) investigated the 
undermentioned estimators utilizing information on auxiliary attribute as 

	𝑇𝑇B = X𝑦𝑦$ + 𝛽𝛽/(𝑃𝑃 − 𝑝𝑝)Y M
6$8C6!
6$9C6!

N, 

where 𝛽𝛽/ is the same as defined earlier,  𝑚𝑚!(≠ 0) and 𝑚𝑚" are either real numbers or 
functions of the known parameters of the attribute, namely, the population coefficient of 
kurtosis 𝛽𝛽"(𝜙𝜙), the population coefficient of variation 𝐶𝐶/ of the attribute 𝜙𝜙 and the 
population correlation coefficient 𝜌𝜌 between the variable 𝑦𝑦 and the attribute 𝜙𝜙. Furthermore, 
some members of the estimator 𝑇𝑇B are given hereunder for the suitably chosen values of 
constants 𝑚𝑚! and 𝑚𝑚" as 
 

𝑇𝑇B$ = X𝑦𝑦$ + 𝛽𝛽/(𝑃𝑃 − 𝑝𝑝)Y M
8
9
N, 

𝑇𝑇B! = X𝑦𝑦$ + 𝛽𝛽/(𝑃𝑃 − 𝑝𝑝)Y M
8CD!(/)
9CD!(/)

N, 
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𝑇𝑇B% = X𝑦𝑦$ + 𝛽𝛽/(𝑃𝑃 − 𝑝𝑝)Y T
8CA#

9CA#
U, 

𝑇𝑇B& = X𝑦𝑦$ + 𝛽𝛽/(𝑃𝑃 − 𝑝𝑝)Y T
8D!(/)CA#

9D!(/)CA#
U, 

𝑇𝑇B' = X𝑦𝑦$ + 𝛽𝛽/(𝑃𝑃 − 𝑝𝑝)Y T
8A#CD!(/)
9A#CD!(/)

U, 

𝑇𝑇B( = X𝑦𝑦$ + 𝛽𝛽/(𝑃𝑃 − 𝑝𝑝)Y M
8CE
9CE

N, 

𝑇𝑇B) = X𝑦𝑦$ + 𝛽𝛽/(𝑃𝑃 − 𝑝𝑝)Y T
8A#CE
9A#CE

U, 

𝑇𝑇B* = X𝑦𝑦$ + 𝛽𝛽/(𝑃𝑃 − 𝑝𝑝)Y T
8ECA#

9ECA#
U, 

𝑇𝑇B+ = X𝑦𝑦$ + 𝛽𝛽/(𝑃𝑃 − 𝑝𝑝)Y M
8D!(/)CE
9D!(/)CE

N, 

	𝑇𝑇B$, = X𝑦𝑦$ + 𝛽𝛽/(𝑃𝑃 − 𝑝𝑝)Y M
8ECD!(/)
9ECD!(/)

N, 

where 𝛽𝛽"(𝜙𝜙) = 𝜇𝜇01/𝜇𝜇0""  is the population coefficient of kurtosis of attribute 𝜙𝜙. The MSE of 
the estimator 𝑇𝑇B-, 𝑖𝑖 = 1, 2, … , 10 is provided by 

																																														𝑀𝑀𝑀𝑀𝑀𝑀P𝑇𝑇B-R = 𝛾𝛾𝑌𝑌$
"X𝑅𝑅%"𝐶𝐶/" + 𝐶𝐶."(1 − 𝜌𝜌")Y,																																												(4) 

Where 𝑅𝑅! = 1, 	𝑅𝑅" = 𝑃𝑃/(𝑃𝑃 + 𝛽𝛽"(𝜙𝜙)), 	𝑅𝑅# = 𝑃𝑃/(𝑃𝑃 + 𝐶𝐶$), 	𝑅𝑅% = 𝑃𝑃𝛽𝛽"(𝜙𝜙)/(𝑃𝑃𝛽𝛽"(𝜙𝜙) + 𝐶𝐶$), 𝑅𝑅& =
𝑃𝑃𝐶𝐶$/(𝑃𝑃𝐶𝐶$ + 𝛽𝛽"(𝜙𝜙)), 	𝑅𝑅' = 𝑃𝑃/(𝑃𝑃 + 𝜌𝜌)	, 𝑅𝑅( = 𝑃𝑃𝐶𝐶$/(𝑃𝑃𝐶𝐶$ + 𝜌𝜌), 	𝑅𝑅) = 𝑃𝑃𝑃𝑃/(𝑃𝑃𝑃𝑃 + 𝐶𝐶$), 𝑅𝑅* =
𝑃𝑃𝛽𝛽"(𝜙𝜙)/(𝑃𝑃𝛽𝛽"(𝜙𝜙) + 𝜌𝜌), and		𝑅𝑅!+ = 𝑃𝑃𝑃𝑃/(𝑃𝑃𝑃𝑃 + 𝛽𝛽"(𝜙𝜙)). 

 
Bhushan et al. (2015) suggested the auxiliary attribute-based logarithmic estimator under 
SRS as 𝑇𝑇4F = 𝑦𝑦$ ]1 + 𝛼𝛼 log M

9∗

8∗Nb, where 𝛼𝛼 is a duly selected scalar. Additionally,  𝑝𝑝∗ =

	𝜂𝜂𝜂𝜂 + 𝜆𝜆 and 𝑃𝑃∗ = 	𝜂𝜂𝜂𝜂 + 𝜆𝜆 such that 𝜂𝜂 and 𝜆𝜆 are either real numbers or functions of the 
known population parameters of the attribute, namely, the population coefficient of kurtosis 
𝛽𝛽"(𝜙𝜙), the population coefficient of variation 𝐶𝐶/ of auxiliary attribute and the population 
correlation coefficient 𝜌𝜌 between 𝑦𝑦 and 𝜙𝜙. The MSE of the estimator 𝑇𝑇4F is given by 

𝑀𝑀𝑀𝑀𝑀𝑀P𝑇𝑇4FR = 𝛾𝛾𝑌𝑌$"P𝐶𝐶." + 𝛼𝛼"𝜈𝜈"𝐶𝐶/" + 2𝛼𝛼𝛼𝛼𝜌𝜌𝐶𝐶.𝐶𝐶/R, 

where 𝜈𝜈 = 𝜂𝜂𝜂𝜂/(𝜂𝜂𝜂𝜂 + 𝜆𝜆). By minimizing the 𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇4F) w.r.t. 𝛼𝛼, we get	𝛼𝛼(>9?) = −𝜌𝜌 T
A"

HA#
U  

and by replacing the value of 𝛼𝛼 with 𝛼𝛼(>9?) in the 𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇4F), we get 

              𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚P𝑇𝑇4FR = 𝑌𝑌$"𝛾𝛾𝐶𝐶."(1 − 𝜌𝜌").         (5) 

This resembles the minimum MSE of the estimator for classical regression. 
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Bhushan and Gupta (2016) introduced the following class of estimator utilizing higher order 

moments such as the variance of an auxiliary attribute as 𝑇𝑇4F! = 𝑦𝑦$ M
8
9
N
D
T
I#
!

B#
! U

J
, where 𝛽𝛽 and 

𝜃𝜃 are scalars. The MSE of the estimator 𝑇𝑇4F! is given by 

𝑀𝑀𝑀𝑀𝑀𝑀P𝑇𝑇4F!R = 𝛾𝛾𝑌𝑌$"X𝐶𝐶." + 𝛽𝛽"𝐶𝐶/" + 𝜃𝜃"(𝜆𝜆01 − 1) − 2𝛽𝛽𝛽𝛽𝐶𝐶.𝐶𝐶/ + 2𝛽𝛽𝛽𝛽𝐶𝐶/𝜆𝜆02 − 2𝜃𝜃𝐶𝐶.𝜆𝜆!"Y. 

By minimizing the 𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇4F!) with respect to 𝛽𝛽 and 𝜃𝜃, we get 𝛽𝛽(>9?) =

TI"
I#
U ]E(K,&)!))K$!K,%

K,&)!)K,%
! b, and 𝜃𝜃(>9?) = 	 T

I"
I#
!U

E(K$!)EK,%)
(K,&)!)K,%

	! )
	. By replacing the value of 𝛽𝛽 and 𝜃𝜃 

with 𝛽𝛽(>9?), and 𝜃𝜃(>9?), respectively, in the 𝑀𝑀𝑀𝑀𝑀𝑀P𝑇𝑇4F!R, we get 

						𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚P𝑇𝑇4F!R = 𝛾𝛾𝑌𝑌$"𝐶𝐶." f1 − 𝜌𝜌" −
(𝜆𝜆!" − 𝜌𝜌𝜆𝜆02)"

(𝜆𝜆01 − 1 − 𝜆𝜆02" )
g.																																								(6) 

We would like to mention that following Bhushan and Gupta (2016), one may also propose 
regression and Walsh (1970) type estimators using higher order moments such as the 
variance of auxiliary attribute but both will furnish similar results under the optimal 
conditions. 
 
Following Singh et al. (2007), Zaman and Kadilar (2019) suggested the following estimator 
as 𝑇𝑇LM = 𝑦𝑦$ exp ]

(N8CK))(N9CK)
(N8CK)C(N9CK)

b, where 𝜂𝜂 and 𝜆𝜆 are same as previously specified. The MSE of 

the estimator 𝑇𝑇LM	 is expressed as 

                     𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇LM) = 𝛾𝛾𝑌𝑌$"P𝜁𝜁"𝐶𝐶/" + 𝐶𝐶." − 2𝜁𝜁𝜁𝜁𝐶𝐶.𝐶𝐶/R,																																																					(7) 

where 𝜁𝜁 = 𝜂𝜂𝜂𝜂/2(𝜂𝜂𝜂𝜂 + 𝜆𝜆). A few members of the estimator 𝑇𝑇LM are also included in Table 1 
for quick reference. Following Ozel (2016), Zaman (2020) introduced an exponential ratio 

kind of estimator as 𝑇𝑇L = 𝑦𝑦$ M
9
8
N
O
exp ](N8CK))(N9CK)

(N8CK)C(N9CK)
b, where 𝜍𝜍 is a suitably chosen scalar and 

𝜂𝜂 and 𝜆𝜆 are same as previously specified. The MSE of the estimator 𝑇𝑇L is expressed by  

𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇L) = 𝛾𝛾𝑌𝑌$"P𝐶𝐶." + 𝜍𝜍"𝐶𝐶/" + 𝜈𝜈"𝐶𝐶/" − 2𝜍𝜍𝜍𝜍𝐶𝐶/" + 2𝜍𝜍𝜍𝜍𝐶𝐶.𝐶𝐶/ − 2𝜈𝜈𝜈𝜈𝐶𝐶.𝐶𝐶/R, 

where 𝜈𝜈 = 𝜂𝜂𝜂𝜂/(𝜂𝜂𝜂𝜂 + 𝜆𝜆). By minimizing the 𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇L) w.r.t. 𝜍𝜍, we get 	𝜍𝜍(>9?) = 𝜈𝜈 −
EA"

A#
.  

By replacing the value of 𝜍𝜍 with 𝜍𝜍(>9?) in the 𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇L), we get 

																																																				𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚(𝑇𝑇L) = 𝑌𝑌$"𝛾𝛾𝐶𝐶."(1 − 𝜌𝜌"),																																															(8) 
 
which is similar to the minimum MSE of the classical regression estimator 𝑇𝑇:7. 
 
Bhushan and Gupta (2020) suggested the log type family of estimator utilizing auxiliary 
attribute as 𝑇𝑇4F" = ]𝑤𝑤!𝑦𝑦$ + 𝑤𝑤" M

9
8
Nb ]1 + 𝛼𝛼 log M9

∗

8∗Nb, where 𝑤𝑤!, 𝑤𝑤" and 𝛼𝛼 are duly chosen 

scalars. Moreover, the	 optimum	 value	 of	 𝛼𝛼	 can	 be	 determined	 from	 the	 log	 kind	 of	
estimators	𝑇𝑇4F	envisaged	by	Bhushan	et	al.	(2015). Furthermore, 𝑝𝑝∗ and 𝑃𝑃∗ are the same 
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as defined earlier. A few members of the estimator 𝑇𝑇4F" are also included in Table 1 for 
quick reference.  
 
Table 1: Some members of Zaman and Kadilar (2019) and Bhushan and Gupta (2020) 
estimators. 
Values of Values of Members of  Members of  

𝜼𝜼 𝜆𝜆 
Zaman and Kadilar (2019) 

estimators 𝑇𝑇LM(P), 𝑗𝑗 =
1, 2, … , 10 

Bhushan and Gupta (2020) 
estimator 𝑇𝑇4F"(P), 𝑗𝑗 = 1,2	, … , 10 

1 𝛽𝛽"(𝜙𝜙) 𝑇𝑇LM(!) 𝑇𝑇4F"(!) 
1 𝐶𝐶/ 𝑇𝑇LM(") 𝑇𝑇4F"(") 

𝜷𝜷𝟐𝟐(𝝓𝝓) 𝐶𝐶/ 𝑇𝑇LM(2) 𝑇𝑇4F"(2) 
𝑪𝑪𝝓𝝓 𝛽𝛽"(𝜙𝜙) 𝑇𝑇LM(1) 𝑇𝑇4F"(1) 

1 𝜌𝜌 𝑇𝑇LM(S) 𝑇𝑇4F"(S) 
𝑪𝑪𝝓𝝓 𝜌𝜌 𝑇𝑇LM(T) 𝑇𝑇4F"(T) 
𝝆𝝆 𝐶𝐶/ 𝑇𝑇LM(U) 𝑇𝑇4F"(U) 

𝜷𝜷𝟐𝟐(𝝓𝝓) 𝜌𝜌 𝑇𝑇LM(V) 𝑇𝑇4F"(V) 
𝝆𝝆 𝛽𝛽"(𝜙𝜙) 𝑇𝑇LM(W) 𝑇𝑇4F"(W) 
𝑺𝑺𝝓𝝓 𝛽𝛽"(𝜙𝜙) 𝑇𝑇LM(!0) 𝑇𝑇4F"(!0) 

 

The MSE of the estimator 𝑇𝑇4F" is given by 

𝑀𝑀𝑀𝑀𝑀𝑀P𝑇𝑇4F"R = (𝑌𝑌$"𝑤𝑤!"𝐴𝐴 + 𝑤𝑤""𝐵𝐵 + 𝑌𝑌$"𝑤𝑤!𝐷𝐷 + 𝑌𝑌$𝑤𝑤"𝐺𝐺 + 𝑌𝑌$𝑤𝑤!𝑤𝑤"𝐹𝐹 + 𝑌𝑌$"),                          (9) 

where 𝐴𝐴 = 1 + 𝛾𝛾(𝐶𝐶," + 𝛼𝛼"𝜈𝜈"𝐶𝐶$" + 4𝛼𝛼𝛼𝛼𝛼𝛼𝐶𝐶,𝐶𝐶$ − 𝛼𝛼𝛼𝛼𝐶𝐶$"), 𝐵𝐵 = 1 + 𝛾𝛾(𝐶𝐶$" + 𝛼𝛼"𝜈𝜈"𝐶𝐶$" − 𝛼𝛼𝛼𝛼𝛼𝛼𝐶𝐶$" +
4𝛼𝛼𝛼𝛼𝐶𝐶$"), 𝐷𝐷 = 𝛾𝛾:𝛼𝛼𝜈𝜈"𝐶𝐶$" − 2𝛼𝛼𝛼𝛼𝛼𝛼𝐶𝐶,𝐶𝐶$< − 2, 𝐺𝐺 = 𝛾𝛾:𝛼𝛼𝜈𝜈"𝐶𝐶$" − 2𝛼𝛼𝛼𝛼𝐶𝐶$"< − 2 and 𝐹𝐹 = 2 +
2𝛾𝛾:2𝛼𝛼𝛼𝛼𝐶𝐶$" + 2𝛼𝛼𝛼𝛼𝛼𝛼𝐶𝐶,𝐶𝐶$ + 𝜌𝜌𝐶𝐶,𝐶𝐶$ − 𝛼𝛼𝜈𝜈"𝐶𝐶$" + 𝛼𝛼"𝜈𝜈"𝐶𝐶$"<. 

By minimizing the 𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇4F") w.r.t. 𝑤𝑤! and 𝑤𝑤", we obtain 𝑤𝑤!(>9?) =
(XY)"Z[)
(1\Z)Y!)

, and 

𝑤𝑤"(>9?) =
;<([Y)"X\)
(1\Z)Y!)

. By replacing the values of 𝑤𝑤! and 𝑤𝑤" with 𝑤𝑤!(>9?) and 𝑤𝑤"(>9?), 

respectively, in the 𝑀𝑀𝑀𝑀𝑀𝑀P𝑇𝑇4F"R,	 we obtain 

																								𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚P𝑇𝑇4F"R = 𝑌𝑌$" f1 −
(𝐴𝐴𝐺𝐺" + 𝐵𝐵𝐷𝐷" − 2𝐷𝐷𝐷𝐷𝐷𝐷)

(4𝐴𝐴𝐴𝐴 − 𝐹𝐹") g.																																	(10) 

 

3. Proposed Classes of Estimators  

The main goal of this article is to use data on the auxiliary characteristics to develop some 
efficient classes of estimators as an alternative to the estimators reviewed in the preceding 
section. Motivated by the work of Searls (1964) and Bhushan and Gupta (2016), we suggest 
some regression and ratio type estimators using higher order moments such as the variance of 
an auxiliary attribute 𝜙𝜙 as 
 

𝑇𝑇3! = 𝛼𝛼!𝑦𝑦$ + 𝛽𝛽!(𝑃𝑃 − 𝑝𝑝) + 𝜃𝜃!P𝑆𝑆/" − 𝑠𝑠/"R, 
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𝑇𝑇3" = 𝛼𝛼"𝑦𝑦$ M
8
9
N
D!
T
I#
!

B#
!U

J!

,  and 

𝑇𝑇32 = 𝛼𝛼2𝑦𝑦$ ]
8

8CD%(9)8)
b f

I#
!

I#
!CJ%]B#

!)I#
!^
g, 

where 𝛼𝛼%, 	𝛽𝛽% and 𝜃𝜃%, 𝑖𝑖 = 1, 2, 3 are suitably opted scalars. The classes of estimators 𝑇𝑇3%, 𝑖𝑖 =
1, 2, 3 are reduced into: 

• Usual mean estimator 𝑇𝑇6 for (𝛼𝛼%, 𝛽𝛽%, 𝜃𝜃%) = (1,0,0), 
• Classical regression estimator 𝑇𝑇:7 for (𝛼𝛼!, 𝛽𝛽!, 𝜃𝜃!) = P1, 𝛽𝛽/, 0R, 
• Classical ratio estimator 𝑇𝑇7 for (𝛼𝛼", 𝛽𝛽", 𝜃𝜃") = (1, 1, 0) 
• Bhushan and Gupta (2016) estimator 𝑇𝑇4F! for (𝛼𝛼", 𝛽𝛽", 𝜃𝜃") = (1, 𝛽𝛽, 𝜃𝜃). 

 

Theorem 3.1. The suggested class of estimator 𝑇𝑇-! has the following bias and minimum 
MSE: 

																																											𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵(𝑇𝑇3!) = 𝑌𝑌$(𝛼𝛼! − 1),																																																																					(11) 

																																													𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚(𝑇𝑇3!) = 𝑌𝑌$"P1 − 𝛼𝛼!(>9?)R.																																																	(12) 

Proof.  Consider the first estimator 

𝑇𝑇3! = 𝛼𝛼!𝑦𝑦$ + 𝛽𝛽!(𝑃𝑃 − 𝑝𝑝) + 𝜃𝜃!P𝑆𝑆/" − 𝑠𝑠/"R. 

Rewrite the estimator 𝑇𝑇3! by utilizing the notations defined in Section 2, we get 

𝑇𝑇3! = 𝛼𝛼!𝑌𝑌$ + 𝛼𝛼!𝑌𝑌$𝑒𝑒0 − 𝛽𝛽!𝑃𝑃𝑒𝑒! − 𝜃𝜃!𝑆𝑆/"𝑒𝑒". 

By subtracting 𝑌𝑌$ on both sides of the above expression, we get 

         𝑇𝑇3! − 𝑌𝑌$ = 𝛼𝛼!𝑌𝑌$ + 𝛼𝛼!𝑌𝑌$𝑒𝑒0 − 𝛽𝛽!𝑃𝑃𝑒𝑒! − 𝜃𝜃!𝑆𝑆/"𝑒𝑒" − 𝑌𝑌$.																							(13) 

 

The bias of the estimator 𝑇𝑇3! is obtained by taking the expectation on both sides of Equation 
13 which results to 		𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵(𝑇𝑇3!) = 𝑌𝑌$(𝛼𝛼! − 1). On the other hand, the MSE of the estimator 
𝑇𝑇3! is obtained by squaring and taking the expectation on both sides of Equation 13 as 

 

𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇3!) = X(𝛼𝛼! − 1)"𝑌𝑌$" + 𝛼𝛼!"𝛾𝛾𝑆𝑆." + 𝛽𝛽!"𝛾𝛾𝑆𝑆/" + 𝜃𝜃!"𝛾𝛾𝑆𝑆/1(𝜆𝜆01 − 1) −
																																								2𝛼𝛼!𝛽𝛽!𝛾𝛾𝛾𝛾𝑆𝑆.𝑆𝑆/ − 2𝛼𝛼!𝜃𝜃!𝛾𝛾𝑆𝑆.𝑆𝑆/"𝜆𝜆!" + 2𝛽𝛽!𝜃𝜃!𝛾𝛾𝑆𝑆/2𝜆𝜆02Y. 
 

 

By minimizing the 𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇3!) w.r.t. 𝛼𝛼!, 𝛽𝛽! and 𝜃𝜃!, we get 
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			𝛼𝛼!(>9?) =
𝑌𝑌$"

𝑌𝑌$" + 𝛾𝛾𝑆𝑆." |1 − 𝜌𝜌" −
(𝜆𝜆!" − 𝜌𝜌𝜆𝜆02)"
(𝜆𝜆01 − 1 − 𝜆𝜆02" )

}
, 

     𝛽𝛽!(>9?) = 𝛼𝛼!(>9?) T
I"
I#
U ]E(K,&)!))K$!K,%

K,&)!)K,%
! b, 

					𝜃𝜃!(>9?) = 𝛼𝛼!(>9?) T
I"
I#
!U

(K$!)EK,%)
(K,&)!)K,%

! )
	. 

By substituting the optimum values of 𝛼𝛼!, 𝛽𝛽! and 𝜃𝜃! in the 𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇3!), we get 
 

𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚(𝑇𝑇3!) = ~P𝛼𝛼!(>9?) − 1R
"𝑌𝑌$" + 𝛼𝛼!(>9?)" 𝛾𝛾𝑆𝑆." + 𝛼𝛼!(>9?)" TI"

I#
U
"
]E(K,&)!))K$!K,%

K,&)!)K,%
! b

"
𝛾𝛾𝑆𝑆/" 	+

																																	𝛼𝛼!(>9?)" TI"
I#
!U

"
] K$!)EK,%
K,&)!)K,%

! b
"
𝛾𝛾𝑆𝑆/1(𝜆𝜆01 − 1) −

																																	2𝛼𝛼!(>9?)
" TI"

I#
U ]E(K,&)!))K$!K,%

K,&)!)K,%
! b 𝛾𝛾𝛾𝛾𝑆𝑆.𝑆𝑆/ −

																																	2𝛼𝛼!(>9?)
" TI"

I#
!U

(K$!)EK,%)
_K,&)!)K,%

! `
	𝛾𝛾𝑆𝑆.𝑆𝑆/"𝜆𝜆!" +

																																	2𝛼𝛼!(>9?)" TI"
!

I#
%U ]

E(K,&)!))K$!K,%
K,&)!)K,%

! b ] K$!)EK,%
K,&)!)K,%

! b 𝛾𝛾𝑆𝑆/2𝜆𝜆02�. 

 

After simplification of the above equation, we get  

min𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇3!) = ÄP𝛼𝛼!(>9?)
" + 1 − 2𝛼𝛼!(>9?)R𝑌𝑌$" + 𝛼𝛼!(>9?)" 𝛾𝛾𝑆𝑆." ]1 − 𝜌𝜌" −

(K$!)EK,%)!

(K,&)!)K,%
! )
bÅ, 

                  		= P1 − 2𝛼𝛼!(>9?)R𝑌𝑌$" + 𝛼𝛼!(>9?)" Ä𝑌𝑌$" + 𝛾𝛾𝑆𝑆." ]1 − 𝜌𝜌" −
(K$!)EK,%)!

(K,&)!)K,%
! )
bÅ, 

 = P1 − 2𝛼𝛼!(>9?)R𝑌𝑌$" + 𝛼𝛼!(>9?)" T ;<!

a$(123)
U, 

                                                = 𝑌𝑌$"P1 − 𝛼𝛼!(>9?)R. 

 

Theorem 3.2. The suggested classes of estimator 𝑇𝑇3%, 𝑖𝑖 = 2, 3 have the following bias and 
minimum MSE: 

																																							𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵(𝑇𝑇3%) = 𝑌𝑌$(𝛼𝛼%𝑄𝑄% − 1),																																																																											(14) 
 

																																		min𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇3%) = 𝑌𝑌$" Ü1 −
𝑄𝑄%"

𝑃𝑃%
á.																																																																						 (15) 

 
Proof.  Consider the estimator 𝑇𝑇3" as  
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𝑇𝑇3" = 𝛼𝛼"𝑦𝑦$ T
𝑃𝑃
𝑝𝑝U

D!

Ü
𝑆𝑆/"

𝑠𝑠/"
á
J!

. 

 

Rewriting the above estimator by utilizing the notation defined in Section 2, we get 

				𝑇𝑇3" = 𝛼𝛼"𝑌𝑌$(1 + 𝑒𝑒0)(1 + 𝑒𝑒!))D!(1 + 𝑒𝑒"))J!, 

				= 𝛼𝛼"𝑌𝑌$(1 + 𝑒𝑒0) ]1 − 𝛽𝛽"𝑒𝑒! +
D!(D!C!)

"
𝑒𝑒!" + ⋯ b ]1 − 𝜃𝜃"𝑒𝑒" +	

J!(J!C!)
"

𝑒𝑒"" + ⋯ b. 

Using Taylor series expansion, we expand the right-hand side of the above expression, 
multiplying out and neglecting the terms of e’s having power greater than two, we get 

	𝑇𝑇3" = 𝛼𝛼"𝑌𝑌$ ]1 + 𝑒𝑒0 − 𝛽𝛽"𝑒𝑒! − 𝛽𝛽"𝑒𝑒0𝑒𝑒! +
D!(D!C!)

"
𝑒𝑒!" − 𝜃𝜃"𝑒𝑒" − 𝜃𝜃"𝑒𝑒0𝑒𝑒" +

J!(J!C!)
"

𝑒𝑒""b. 

 
By subtracting 𝑌𝑌$ on both sides of the above expression, we get  

𝑇𝑇-" − 𝑌𝑌A = 𝑌𝑌A B𝛼𝛼" C1 + 𝑒𝑒+ − 𝛽𝛽"𝑒𝑒! − 𝛽𝛽"𝑒𝑒+𝑒𝑒! +
𝛽𝛽"(𝛽𝛽" + 1)

2
𝑒𝑒!" − 𝜃𝜃"𝑒𝑒" − 𝜃𝜃"𝑒𝑒+𝑒𝑒" +

𝜃𝜃"(𝜃𝜃" + 1)
2

𝑒𝑒""F − 1G. 

 

Letting the above equation as Equation 16 and taking the expectation on both sides of the equation, 
we get the bias of the estimator 𝑇𝑇3" up to the first order of approximation as 

𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵(𝑇𝑇-") = 𝑌𝑌A B𝛼𝛼" C1 +
𝛽𝛽"(𝛽𝛽" + 1)

2
𝛾𝛾𝐶𝐶$" +

𝜃𝜃"(𝜃𝜃" + 1)
2

𝛾𝛾(𝜆𝜆+% − 1) − 𝛽𝛽"𝛾𝛾𝛾𝛾𝐶𝐶,𝐶𝐶$ − 𝜃𝜃"𝛾𝛾𝐶𝐶,𝜆𝜆!"F − 1G 

= 𝑌𝑌$(𝛼𝛼"𝑄𝑄" − 1). 

    The bias of the estimator 𝑇𝑇32 can be obtained in the same manner.  

Now, squaring and applying the expectation on both sides of Equation 16, we get the MSE 
up to the first order of approximation as 

𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇-") = 𝑌𝑌A" P1 + 𝛼𝛼""Q1 + 𝛾𝛾𝐶𝐶," + (2𝛽𝛽"" + 𝛽𝛽")𝛾𝛾𝐶𝐶$" + (2𝜃𝜃"" + 𝜃𝜃")𝛾𝛾(𝜆𝜆+% − 1) − 4𝛽𝛽"𝛾𝛾𝛾𝛾𝐶𝐶,𝐶𝐶$ −

																																4𝜃𝜃"𝛾𝛾𝐶𝐶,𝜆𝜆!" + 4𝛽𝛽"𝜃𝜃"𝛾𝛾𝐶𝐶$𝜆𝜆+#R − 2𝛼𝛼" S1 +
.!(.!0!)

"
𝛾𝛾𝐶𝐶$" +

2!(2!0!)
"

𝛾𝛾(𝜆𝜆+% − 1) −

																																𝛽𝛽"𝛾𝛾𝛾𝛾𝐶𝐶,𝐶𝐶$ − 𝜃𝜃"𝛾𝛾𝐶𝐶,𝜆𝜆!" + 𝛽𝛽"𝜃𝜃"𝛾𝛾𝐶𝐶$𝜆𝜆+#TU, 

which can further be written as  
                                                        𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇3") = 𝑌𝑌$"(1 + 𝛼𝛼""𝑃𝑃" − 2𝛼𝛼"𝑄𝑄").																									(17) 

By minimizing the 𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇3") w.r.t. 𝛼𝛼", we get			𝛼𝛼"(>9?) =
b!
8!

 and by replacing the value of 

𝛼𝛼" with 𝛼𝛼"(>9?) in Equation 17, we get 	𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚(𝑇𝑇3") = 𝑌𝑌$" M1 −
b!

!

8!
N. The MSE of the 

estimator 𝑇𝑇32 can be determined on the same manner. In general, we can write 

𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵(𝑇𝑇3%) = 𝑌𝑌$(𝛼𝛼%𝑄𝑄% − 1); 𝑖𝑖 = 2, 3,																		 	 

𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇3%) = 𝑌𝑌$"(1 + 𝛼𝛼%"𝑃𝑃% − 2𝛼𝛼%𝑄𝑄%).																								(18) 
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By minimizing the 𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇3%) w.r.t. 𝛼𝛼%, we get 𝛼𝛼%(>9?) =
b-
8-

 and by replacing the value of 𝛼𝛼% 

with 𝛼𝛼%(>9?) in Equation 18 we get 		min𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇3%) = 𝑌𝑌$" M1 −
b-

!

8-
N where  

𝑃𝑃" = 1 + 𝛾𝛾X𝐶𝐶." + (2𝛽𝛽"" + 𝛽𝛽")𝐶𝐶/" + (2𝜃𝜃"" + 𝜃𝜃")(𝜆𝜆01 − 1) − 4𝛽𝛽"𝜌𝜌𝐶𝐶.𝐶𝐶/ − 4𝜃𝜃"𝐶𝐶.𝜆𝜆!" +
										4𝛽𝛽"𝜃𝜃"𝐶𝐶/𝜆𝜆02Y, 

𝑄𝑄" = 1 + 𝛾𝛾 ]
D!(D!C!)

"
𝐶𝐶/" +

J!(J!C!)
"

(𝜆𝜆01 − 1) − 𝛽𝛽"𝜌𝜌𝐶𝐶.𝐶𝐶/ − 𝜃𝜃"𝐶𝐶.𝜆𝜆!" + 𝛽𝛽"𝜃𝜃"𝐶𝐶/𝜆𝜆02b, 

𝑃𝑃2 = 1 + 𝛾𝛾X𝐶𝐶." + 3𝛽𝛽2"𝐶𝐶/" + 3𝜃𝜃2"(𝜆𝜆01 − 1) − 4𝛽𝛽2𝜌𝜌𝐶𝐶/𝐶𝐶. − 4𝜃𝜃2𝐶𝐶.𝜆𝜆!" + 4𝛽𝛽2𝜃𝜃2𝐶𝐶/𝜆𝜆02Y, and 
𝑄𝑄2 = 1 + 𝛾𝛾X𝛽𝛽2"𝐶𝐶/" + 𝜃𝜃2"(𝜆𝜆01 − 1) − 𝛽𝛽2𝜌𝜌𝐶𝐶/𝐶𝐶. − 𝜃𝜃2𝐶𝐶.𝜆𝜆!" + 𝛽𝛽2𝜃𝜃2𝐶𝐶/𝜆𝜆02Y. 

Furthermore, 𝛽𝛽%(>9?) =
I"
I#
]E(K,&)!))K$!K,%

K,&)!)K,%
! b and 𝜃𝜃%(>9?) =

I"
I#
! M

K$!)EK,%
K,&)!)K,%

! N , 𝑖𝑖 = 2, 3 are utilized 

as the optimum values of scalars when 𝛼𝛼% = 1 is put in the corresponding estimators. 
 
Corollary 3.1. The proposed classes of ratio type estimators 𝑇𝑇3%, 𝑖𝑖 = 2, 3 are superior than 

the proposed regression type of estimator 𝑇𝑇3! if and only if			b-
!

	8-
> 𝛼𝛼!(>9?).								 

Proof: This can be shown by the comparison of Equations 12 and 15. 
We would also like to note that Theorem 3.1 and Theorem 3.2 are important to obtain the 
efficiency conditions discussed in Section 4. 
 

4. Comparative Study 
We deduce the efficiency conditions by comparing the minimum MSEs of the suggested 
classes of estimators and existing estimators. 
 

• From Equation 12 and Equation 1, we get 
𝑀𝑀𝑀𝑀𝑀𝑀((𝑇𝑇6) > 𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇3!) when 𝛼𝛼!(>9?) > 1 − 𝛾𝛾𝐶𝐶.". 

• From Equation 15 and Equation 1, we get 
𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇6) > 𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇3%) when b-

!

8-
> 1 − 𝛾𝛾𝐶𝐶.", 𝑖𝑖 = 2, 3. 

• From Equation 12 and Equation 2, we get 
𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇7) > 𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇3!) when 𝛼𝛼!(>9?) > 1 − 𝛾𝛾P𝐶𝐶." + 𝐶𝐶/" − 2𝜌𝜌𝐶𝐶.𝐶𝐶/R. 

• From Equation 15 and Equation 2,  we get 
𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇7) > 𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇3%) when b-

!

8-
> 1 − 𝛾𝛾P𝐶𝐶." + 𝐶𝐶/" − 2𝜌𝜌𝐶𝐶.𝐶𝐶9d%R, 𝑖𝑖 = 2, 3. 

• From Equation 12 and Equation 3,  we get 
𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇:7) > 𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇3!) when 𝛼𝛼!(>9?) > 1 − 𝛾𝛾𝐶𝐶."(1 − 𝜌𝜌"). 

• From Equation 15 and Equation  3, we get 
𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇:7) > 𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇3%) when b-

!

8-
> 1 − 𝛾𝛾𝐶𝐶."(1 − 𝜌𝜌"), 𝑖𝑖 = 2, 3. 

• From Equation 12 and Equation 4, we get 
𝑀𝑀𝑀𝑀𝑀𝑀P𝑇𝑇BPR > 𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇3!) when 𝛼𝛼!(>9?) > 1 − 𝛾𝛾X𝑅𝑅P"𝐶𝐶/" + 𝐶𝐶."(1 − 𝜌𝜌")Y, 𝑗𝑗 = 1, 2, … , 10. 

• From Equation 15 and Equation 4, we get 
𝑀𝑀𝑀𝑀𝑀𝑀P𝑇𝑇BPR > 𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇3%) when b-

!

8-
> 1 − 𝛾𝛾X𝑅𝑅P"𝐶𝐶/" + 𝐶𝐶."(1 − 𝜌𝜌")Y, 𝑖𝑖 = 2, 3. 

• From Equation 12  and Equation 6, we get 
𝑀𝑀𝑀𝑀𝑀𝑀P𝑇𝑇4F!R > 𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇3!) when 𝛼𝛼!(>9?) > 1 − 𝛾𝛾𝐶𝐶." ]1 − 𝜌𝜌" −

(K$!)EK,%)!

K,&)!)K,%
b. 

• From Equation 15 and Equation 6 , we get 
𝑀𝑀𝑀𝑀𝑀𝑀P𝑇𝑇4F!R > 𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇3%) when b-

!

8-
> 1 − 	𝛾𝛾𝐶𝐶." ]1 − 𝜌𝜌" −

(K$!)EK,%)!

K,&)!)K,%
b , 𝑖𝑖 = 2, 3. 

• From Equation 12 and Equation 7, we get 
𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇LM) > 𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇3!) when 𝛼𝛼!(>9?) > 1 − 𝛾𝛾P𝜁𝜁"𝐶𝐶/" + 𝐶𝐶." − 2𝜁𝜁𝜁𝜁𝐶𝐶.𝐶𝐶/R, 𝑖𝑖 = 2, 3. 
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• From Equation 15 and Equation 7, we get 
         𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇LM) > 𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇3%) when b-

!

8-
> 1 − 𝛾𝛾P𝜁𝜁"𝐶𝐶/" + 𝐶𝐶." − 2𝜁𝜁𝜁𝜁𝐶𝐶.𝐶𝐶/R, 𝑖𝑖 = 2, 3. 

• From Equation 12 and Equation 8, we get 
𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇L) > 𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇3!) when 𝛼𝛼!(>9?) > 1 − 𝛾𝛾𝐶𝐶."(1 − 𝜌𝜌"). 

• From Equation 15 and Equation 8, we get 
𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇L) > 𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇3%) when b-

!

8-
> 1 − 𝛾𝛾𝐶𝐶."(1 − 𝜌𝜌"), 𝑖𝑖 = 2, 3. 

• From Equation 12 and Equation 9, we get 
𝑀𝑀𝑀𝑀𝑀𝑀P𝑇𝑇4F"R > 𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇3!) when 𝛼𝛼!(>9?) >

\X!CZ[!)"[YX
(1\Z)Y!)

. 

• From Equation 15 and Equation 9, we get 
𝑀𝑀𝑀𝑀𝑀𝑀P𝑇𝑇4F"R > 𝑀𝑀𝑀𝑀𝑀𝑀(𝑇𝑇3%) when b-

!

8-
> \X!CZ[!)"[YX

(1\Z)Y!)
, 𝑖𝑖 = 2, 3. 

 
Under the conditions mentioned above, the proposed estimators 𝑇𝑇3%, 𝑖𝑖 = 1, 2, 3 outperform 
the traditional mean estimator, traditional ratio and regression estimators, Singh et al. (2008) 
estimators, Bhushan et al. (2015) estimator, Bhushan and Gupta (2016) estimator, Zaman and 
Kadilar (2019) estimators, Zaman (2020) estimator and Bhushan and Gupta (2020) 
estimators. Successively, an empirical assessment was conducted using two different real 
populations to verify the above efficiency conditions.  
 
 5. Empirical Assessment 

This empirical application used two real populations which are discussed below. 

 

Population 1. (Origin: Sukhatme and Sukhatme (1970), pp. 256) 

y: area (in acres) under the wheat crop inside the circles, 

𝜙𝜙: a circle based on more than five villages, 

𝑁𝑁 = 89, 𝑛𝑛 = 23, 	𝑌𝑌ç = 1102, 𝑃𝑃 = 0.124, 𝐶𝐶. = 0.65, 	𝐶𝐶/ = 2.678, and		𝜌𝜌 = 0.624. 

     Population 2. (Origin: Singh and Chaudhary (1986), pp. 141) 

     y: area under lime (in acres), 

     𝜙𝜙:  number of bearing lime trees (> 500). 

𝑁𝑁 =22, 𝑛𝑛 =12, 	𝑌𝑌ç =22.62091, 𝑃𝑃 =0.5, 𝐶𝐶. =1.4609, 𝐶𝐶/ =1.0235, and 𝜌𝜌 =0.6292. 

We now compute the MSE and percent relative efficiency (PRE) for the above two 
populations. The PRE is calculated for the existing and proposed estimators 𝑇𝑇 w.r.t. the 

traditional mean estimator 𝑇𝑇6 utilizing the expression: 𝑃𝑃𝑃𝑃𝑃𝑃 = eIf(g5)
eIf(g)

× 100. The outcomes 

of this empirical asessement for both populations are presented in Table 2 by MSE and PRE, 
demonstrating how the suggested classes of estimators outperform the existing estimators 
presented in Section 2. 
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Table 2: MSE and PRE of different estimators 
Estimators Population 1 Population 2 

MSE PRE MSE PRE 

𝑻𝑻𝒎𝒎 16559.39 100.00 41.36 100.00 
𝑻𝑻𝒓𝒓 212259.00 7.80 25.21 164.07 
𝑻𝑻𝒍𝒍𝒍𝒍 10111.56 163.76 25.00 165.46 
𝑻𝑻𝒔𝒔𝒔𝒔 290912.50 5.69 45.30 91.30 
𝑻𝑻𝒔𝒔𝒔𝒔 10220.13 162.02 25.11 164.71 
𝑻𝑻𝒔𝒔𝒔𝒔 10658.08 155.36 27.18 152.15 
𝑻𝑻𝒔𝒔𝒔𝒔 23878.64 69.34 36.44 113.51 
𝑻𝑻𝒔𝒔𝒔𝒔 10841.23 152.74 25.12 164.67 
𝑻𝑻𝒔𝒔𝒔𝒔 17786.42 93.10 28.98 142.72 
𝑻𝑻𝒔𝒔𝒔𝒔 43841.90 37.77 29.08 142.21 
𝑻𝑻𝒔𝒔𝒔𝒔 10331.60 160.27 26.12 158.35 
𝑻𝑻𝒔𝒔𝒔𝒔 94946.42 17.44 39.00 106.05 
𝑻𝑻𝒔𝒔𝒔𝒔𝒔𝒔 10154.47 163.07 25.04 165.14 
𝑻𝑻𝒃𝒃𝒃𝒃𝒃𝒃 10342.32 160.11 12.11 341.42 

𝑻𝑻𝒛𝒛𝒛𝒛(𝟏𝟏) 15731.42 105.15 40.02 103.34 

𝑻𝑻𝒛𝒛𝒛𝒛(𝟐𝟐) 14798.41 111.78 35.92 115.13 

𝑻𝑻𝒛𝒛𝒛𝒛(𝟑𝟑) 10561.38 156.63 30.53 135.45 

𝑻𝑻𝒛𝒛𝒛𝒛(𝟒𝟒) 14551.86 113.68 39.99 103.42 

𝑻𝑻𝒛𝒛𝒛𝒛(𝟓𝟓) 11421.86 144.83 34.28 120.64 

𝑻𝑻𝒛𝒛𝒛𝒛(𝟔𝟔) 10240.09 161.55 34.20 120.92 

𝑻𝑻𝒛𝒛𝒛𝒛(𝟕𝟕) 15404.10 107.39 37.36 110.72 

𝑻𝑻𝒛𝒛𝒛𝒛(𝟖𝟖) 14403.59 114.85 29.72 139.16 

𝑻𝑻𝒛𝒛𝒛𝒛(𝟗𝟗) 16026.43 103.22 40.49 102.15 

𝑻𝑻𝒛𝒛𝒛𝒛(𝟏𝟏𝟏𝟏) 16263.84 101.71 40.64 101.76 

𝑻𝑻𝒛𝒛 10111.56 163.76 25.00 165.46 
𝑻𝑻𝒃𝒃𝒃𝒃𝒃𝒃(𝟏𝟏) 14142.35 116.97 17.01 243.05 

𝑻𝑻𝒃𝒃𝒃𝒃𝒃𝒃(𝟐𝟐) 15209.51 108.76 16.45 251.35 

𝑻𝑻𝒃𝒃𝒃𝒃𝒃𝒃(𝟑𝟑) 20479.82 80.77 11.95 345.93 

𝑻𝑻𝒃𝒃𝒃𝒃𝒃𝒃(𝟒𝟒) 15492.64 106.78 16.96 243.76 

𝑻𝑻𝒃𝒃𝒃𝒃𝒃𝒃(𝟓𝟓) 19245.03 85.96 12.76 323.98 

𝑻𝑻𝒃𝒃𝒃𝒃𝒃𝒃(𝟔𝟔) 21995.06 75.21 15.15 272.92 

𝑻𝑻𝒃𝒃𝒃𝒃𝒃𝒃(𝟕𝟕) 14516.17 113.96 12.39 333.81 

𝑻𝑻𝒃𝒃𝒃𝒃𝒃𝒃(𝟖𝟖) 21362.40 77.44 13.28 311.45 

𝑻𝑻𝒃𝒃𝒃𝒃𝒃𝒃(𝟗𝟗) 13805.71 119.82 17.83 231.91 

𝑻𝑻𝒃𝒃𝒃𝒃𝒃𝒃(𝟏𝟏𝟏𝟏) 13534.92 122.22 18.10 228.43 

𝑻𝑻𝒂𝒂𝒂𝒂 10028.06 165.13 11.85 348.88 
𝑻𝑻𝒂𝒂𝒂𝒂 9883.88 167.53 11.83 349.51 
𝑻𝑻𝒂𝒂𝒂𝒂 10030.91 165.08 11.88 348.06 

 
 
 
 



Shashi Bhushan & Anoop Kumar | 83

6. Results and Discussion 

From the reported findings in Table 2, the proposed estimators 𝑻𝑻𝒂𝒂𝒂𝒂, 𝑖𝑖=1,2,3 outperform the 
following: 
 
• The traditional mean per unit estimator 𝑇𝑇6, classical regression and ratio estimators 𝑇𝑇:7 

and 𝑇𝑇7, Bhushan et al. (2015) estimator 𝑇𝑇4F,  Bhushan and Gupta (2016) estimators 
𝑇𝑇4F!, Zaman (2020) estimator 𝑇𝑇L. 

• The members 𝑇𝑇B-, 𝑖𝑖 = 1,2, … ,10 of Singh et al. (2008) estimator 𝑇𝑇B. 
• The member 𝑇𝑇LM(P), 𝑗𝑗 = 1, 2, … , 10 of Zaman and Kadilar (2019) estimators 𝑇𝑇LM. 
• The members 𝑇𝑇4F"(P), 𝑗𝑗 = 1, 2, … , 10 of Bhushan and Gupta (2020) estimators 𝑇𝑇4F". 

Furthermore, the proposed class of estimator 𝑇𝑇3" is found to be the most efficient among the 
proposed classes of estimators 𝑇𝑇3%, 𝑖𝑖 = 1, 2, 3 for both populations by having the minimum 
MSE and maximum PRE. 

 
7. Conclusion 
 
This manuscript suggests some efficient classes of regression and ratio kind of estimators for 
the computation of population mean 𝑌𝑌$ of the variable of interest y utilizing a higher order 
moments such as the variance of an auxiliary attribute ϕ. The conventional mean estimator 
𝑇𝑇6, ratio estimator 𝑇𝑇7, regression estimator 𝑇𝑇:7 and Bhushan and Gupta (2016) estimator 𝑇𝑇4F$ 
are found to be the members of the envisaged classes of estimators for duly opted valuations 
of the characterizing scalars. The bias and MSE expressions have been obtained and the 
efficiency conditions have been derived by comparing the MSE of the proposed classes of 
estimators with the MSE of the contemporary estimators.  
 
Furthermore, an empirical assessment utilized two real populations to verify the credibility of 
the efficiency conditions. The numerical results have been found to be highly rewarding with 
minimum MSE and maximum PRE exhibiting superiority over the traditional mean estimator 
𝑇𝑇6, classical regression and ratio estimators 𝑇𝑇:7 and 𝑇𝑇7, members 𝑇𝑇B-, 𝑖𝑖 = 1,2, … ,10 of Singh 
et al. (2008) estimator 𝑇𝑇B, Bhushan et al. (2015) estimator 𝑇𝑇4F, Bhushan and Gupta (2016) 
estimator 𝑇𝑇4F$, members 𝑇𝑇LM(P); j =1,2,...,10 of Zaman and Kadilar (2019) estimators 𝑇𝑇LM, 
Zaman (2020) estimator 𝑇𝑇L and members 𝑇𝑇4F!(P); j =1,2,...,10 of Bhushan and Gupta (2020) 
estimators 𝑇𝑇4F!. Moreover, it has been also seen from the numerical results that the ratio type 
estimator 𝑇𝑇3! performs superior among the proposed estimators. Thus, due to their 
uncontested performance, the proposed estimators are highly recommended to the surveyors 
for the estimation of population mean 𝑌𝑌$ of variable of interest y such that the information is 
present as auxiliary attribute ϕ.  
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